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ABSTRACT

Automated Essays Scoring (AES) stands for the ability of computer technologies to
evaluate electronic essays written by learner according to previously determined essay.
All the previous works and researches were applied to essays written in English language
and they were applied to essays written in Bahasa, Hebrew, Malay, Chinese, Japanese,
and Swedish. The research paper suggests an Automated Arabic Essays Scoring (AAES)
system on web-based learning context based on Vectors Space Mode (VSM) and Latent
Semantics Indexing (LSI). The proposed system consists of two main processes. The first
process, deals with applying information retrieval mechanics to retrieve the significant
information from electronic essays. In the second process, VSM and LS| are applying to
find out the similarity degree between the previously written essays by the instructor and
the essay written by the learner.

The experiments of our results revea that the proposed system provides an electronic
assessment closer to instructors’ traditional judgment, leading to improve the learning’s
efficiency, performance and to overcome.

Keywor ds: Automated essay scoring, Web-based learning, Information retrieval, Vectors
space model, Latent semantics indexing, Truncated singular values decomposition.
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INTRODUCTION

eachers, especialy in the humanities, social sciences, and letters department

usually include essay questions in their exams to further measure the current

viewpoint of the student regarding a problem, a scenario, or a specific topic.
Although essays are one of the most effective ways of measuring students’ capabilities,
they usually become the main reason for teachers returning the test papers to the students.
There are usually quite a lot of students in these subjects at universities require these
subjects to be taken up by al the students regardiess of their mgjors. Checking these
essay guestions is a very tedious task that consumes a lot of time of the teachers. This
leads to students, who lack information regarding their current class standing. These
shortcomings are very important in the educational setting for these would defeat the
purpose of AES systems|[1].

Automated Essays Scoring (AES) stands for the computer technologies that scores
and evaluates the written essays utilized to overcome cost, time, generalizability and
accuracy, and issues in article scoring. AES system programmed in 1973, and interested
by many universities, public schools, companies, examiners and researchers. These
systems are developed to help instructors in low-stakes assessment of the classroom as
well as testing companiesin wide-scale. The reliability and accuracy of AES with respect
to writing assessment has been studied by a number of researchers. Although AES
systems are producing good results on their accuracy and effectiveness; they have been
criticized for their lack in human interaction and their vulnerability to cheating ,
However, most teachers <till believe that these tools are inefficient as the current
approaches on AES are insensitive to the uniqueness of every teacher [1,2,3].

Most of the previous works are in English. Whereas, the past works are applied in
Hebrew, Bahasa “"Malay, Japanese, Chinese and Swedish [4, 5, 6, 7, 8].

The VSM used to find the relation degree between instructor essays and learner’s
essays. In the VSM, each electronic essay is represented as vectors as well as their
relevance to the queries posted by the users and evaluated over suitable matching
functions [9].

LSI, means analyzing documents to find the underlying/latent, meaning/semantics or
concepts, in LSI, instructor essays and learner’s essay can have high similarity degrees
between them even if they do not share any terms - as long as their terms are semantically
similar of those documents[10].
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Vector Space Modd (VSM)

The VSM developed for the SMART (System for the Mechanical Analysis and
Retrieval of Text) Information Retrieval System ', by Gerard Salton and his
colleague. It is obtained to get the pattern in the document collection, which used to
improve the accuracy in information retrieval systems. VSM stands for representing each
document into a collection as vectors or points in a space. Vectors that are near together
in its space are semantically identical, where the vectors that are not close are
semantically far, the user's query represented as the documents in the same space. VSM
for information retrieval are one subordinate class of retrieval mechanisms that have been
used and studied in recent years. The vector-space models “individual, feature-based,
formal, partiadl match” are reassembled by taxonomy provided on labels the class of
techniques. The documents are modeled as sets of terms by an information retrieval
mathematical model, that can be individualy manipulated, weighted, and performed
gueries by comparing and analyzing the query representation to the of each document in
the space, and the documents that do not necessarily include one of the search terms can
be retrieved. However, the prevalent characteristics with another mechanism in the
hierarchy of an information retrieval and a central set of similarities that setting their
class are both shared by VSM techniques[3, 9, 11].

These methods are simple, have limited requirements and don’t need the training data.
They focus on non-linguistic text features such as position of a keyword and the
frequency both of a term and inverse document. The statistical information about the
words can be applied to distinguish the keywords in the document [12].

Similarity Measure Estimation [13,14]

The VSM is used to find the relation degree between essay-based examination
(between instructor essays and learner’s essays). In the VSM, each essay is represented as
vectors, and suitable matching functions measure their relevancy to the queries passed by
the users. A space in both essays and queries represented by vectors are created by the
model, for a fixed collection of essays, an M-dimensional vector created for each query
and essay from sets of terms (i.e., keywords, vocabularies) with corresponding weights,
where M denotes the number of singular terms in the collection of an essay. The
following four steps are used to cal cul ate the weights associated with the terms:

tfy is the term counts (term frequency) or number of times aterm k existsin an essay.
.D isthe essay frequency or number of essays containing term k.
D isthe number of essaysin adatabase.

' The SMART (System for the Mechanical Analysis and Retrieval of Text) Many vital ideas in data
recovery were created as a major aspect of exploration on the SMART framework, including the
vector space model, significance input, and Rocchio Classification. Gerard Salton drove the
gathering that created SMART.
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IDF is the inverse of the essay frequency or number of essays containing a term The
coordinates of the (i) the essay in the direction corresponding to the (k) the linguistic term
(the weight of the term in the specific assay) can be determined the gallows

D
Wy = tfy, % log [m] x IDF ()

Then, the inner product is an example of asimilarity of a vector function can be used
to find the similarity between a query and an essay:

m
Yh=1Win Wjp

m 2¢m
J2h=1 Wi " Yhey Win?

e

r;j = cos(f) =

Where
CG={Wi1, Wiz,.e., Wikyewry, Wi} aNd G={Wj1, Wip,..., Wik, ..., Wim} respectively, rig is the
correlated degree between the ith and jth essays.

Latent Semantic Indexing (L SI)

LSl is a space of vector based method, which attempts to capture associations and the
hidden structure of topics by reducing the dimensionality of the system, using techniques
from linear algebra. It assumes that words in an essay have similar meaning will exist in
similar places of essays. Similar essays will have a similar occurrence of terms. A term-
document matrix is built from alarge piece of sentence and singular value decomposition
is utilized to reduce the number of columns while saving the similarity structure among
rows. The cosine angle between two vectors established by any two rows finds the
correlation degree between terms. Values are closer to one are very similar words while
values closer to zero are very dissimilar words[10].

LSA is a gtatistical or mathematical technique for inferring relations and contextual
usage extracting of the words in passages. First step, convert the text to a matrix in which
each row represents a unique word, each column represents the text passage while each
cell contains word frequency. Second, the cell entries are subjected to a transformation.
Third, LSA utilizes Singular Vaue Decomposition (SVD) by converting it to the matrix.
However, SVD decomposes a rectangular matrix in the production of three other
matrices. The origina row entities described by one composed matrix as vectors of
derived the values of an orthogonal coefficient, while in the same way, another describes
the entities of an original column, and the third is a diagonal matrix contains values of a
measurement..

LS| holds the following constraints of queries:

1- The synonymy multiple words that have the same meanings.
2- The polysemy words include more than one meaning.
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Term-document matrix [15]

To apply linear algebra to information retrieve, we first need to transform the problem
into mathematical form. LSl utilizes a term-essay based matrix, which describes the
existence of terms in essays; it is a matrix where columns represent essays and rows
represent terms.

Truncated SVD

In many applications, the SVD is an important method, or tool which has been
studied. However, SVD has utilized to find the variable values using resulting normal
equations [16].

For am*n matrix A with rank k there exists a decomposition such that [10]

A=UYVT ©)
* ok %k k %k
3k sk sk k kkk * kkokkok
*kkk * %k * * ok %k k %k
A U > ok ok ok k

VT
Figure(1): graphical representation of SVD of amatrix A
Where

U ism*m matrix .

Y ism* n matrix.

VT isn*n matrix.

The columns of U are orthogonal eigenvectors of AAT the columns of V are orthogonal
eigenvectors of ATA [10].

SVD has pleasant hypothetical properties; however SVD contains a great dea of
information, most likely more than is essential for this application. It may contain noises
that will influence the recovery efficiency, We can discover a diminished rank close
estimation (truncated SVD) to A by setting everything except the first k biggest singular
values equivalent to zero and utilizing just the first k sections of U and V. Truncated
SVD utilizes k biggest singular values approximates the first term-by-essay matrix A by
Ak. As indicated by the optimality property, SVD gives the closest rank k close
estimation of amatrix [10].

Query [10]
A query is avector that has the same shape as a document. That is, if the term-document

matrix is an m by n matrix, then each of the columns (m by 1 vector) represents an essay
and a query hasthe same size. A query q is likewise mapped into the k-space by:

a=q'ugx ;L (4
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Where

qT Uy represents the sum of these k -dimensional term vectors, Y, ,:1 Is the differential
weight of the separate dimensions [10].

Aninquiry is done by contrasting the likeness between an essay and query in the new
k-space. Measure of closeness between an essay and query is characterized by the angle
cosine between essay vector and query vector. An expansive cosine impliesthat the angle
between the two vectorsis little while alittle cosine implies the inverse;

— o\ _ a4
cos(a,,q) = Tl el e (B)

Where
a; : Documentsin the new k-space

Updating Database [15]

If more documents or terms need to be added, we have to upgrade the approximated
term-essay matrix. There are two approaches to upgrade the approximated term-essay
matrix. The first one is the recalculate SVD for the completely new matrix. The second
oneisto use afolding-in agorithms to add the terms and documents. The first method is
straightforward, Every time there is a change in research profile; a new term-document
matrix needs to be built from scratch. The obvious disadvantage of this method is the
inefficiency of rebuilding the whole term-documents since it is usualy a large sparse
matrix. The aternative is to use a folding-in agorithm to reconstruct the matrix. To fold
inanew nx 1 essay vector, d, into acurrent LS| model, a projection d of d onto the span
of the current term vectors (columns of UK) is processed by:

d=d'uv.y .t (6)

Overview of the Proposed System Architecture

Figure 2 shows the proposed framework architecture, which gives various services,
such as a learner’s interface service, essay-based examination service and AAES service.
The learner’s interface service presents an -based examination for learners to
interact with the electronic tests, and it provides the ahility for learners to activate
navigation events. The essay-based examination management service alows the teacher
to access, activate and manage essay-based examination; its key functions are creating,
updating or deleting of essay-based examination. Finaly, AAES service as a similarity
measure process.
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Figure (2): The proposed system architecture

The operation technique of the proposed framework is summarized as follow:

Step 1. Instructor accesses exam management service to access, activate and manage
guestions and best answers (model answers) of the questions.

Step 2: Questions and model answers of the questions, inserting into the questions
database.

Step 3: The learner accesses the learner’s interface agent.

Step 4. The proposed system gets hig her learning profile from the learner profile
database.

Step 5.b: Exam management service sends specific question to learning profile service
from the questions database to display it to the learners.

Step 5.a: Exam management service sends specific model answers to the AAES service
from the questions database.
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Step 6: Learning profile service receives the learner answer.

Step 7: Learning profile service sends the learner answer to the AAES service.

Step 8: AAES service receives model answers, learner answer and implement (VSM),
(LSI) to find the final score, which sends to the Learning profile service.

Step 9: Findly, the learner’s interface agent presents the electronic essay grades to the
learner.

10. System I mplementation, Resultsand Test:

The proposed system was successfully implemented using Microsoft Windows 8 with
Apache Web Server version 2.2.6, HTML, PHP script language version 5.2.5, MySQL
database version 5.0.45 and Matlab-Mathworks version R2013a , we test the proposed
system by let the instructor enters 1 question(table 1), and 4
model answers(table 2) ,30-learners answer.

The results of tests the proposed system by enter 1- learner answer in (table 3), are
shown in (table 4) and the following operations:

Table 1: Instructor Question

Question

e gilad) il Rl

Table2: Model Answers

Model Answers No

L iy ddlide @l ge (A 00 Cludall e Ao sene gl Ofiala L)l dpaat Al e Sl | ]
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. Opediianal) G el Jal sil) pandt IS g Al ol )l Aasllal) AN (Jia 2 ) sall 53 3 Y)
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Table (4): the proposed system’sretrieval results

Tems | query | Docu | Docu | Docu | Docu | df idf Wi | War | Wik | Wy
ment | ment | ment | ment
1 2 3 4
] 0 0 1 0 0 1 | 0601 0 0.1156 0 0
Jal 0 1 1 0 0 2 | 03011 | 0.0602 | 0.0578 0 0
BN 0 0 1 0 0 1 | 06021 0 0.116 0 0
& g 0 1 0 0 0 1 | 06021 | 0.1204 0 0 0
i 0 0 0 1 1 2 | 03011 0 0 0.0602 | 0.05
87
Sy 0 1 1 0 0 2 | 03011 | 0.0602 | 0.0578 0 0
3¢y 1 1 1 2 0 3 | 01250 | 0.0249 | 00240 | 00396 | ©
Cn AY) 0 0 0 1 0 1 | 06021 0 0 01204 | ©
way 0 0 1 0 0 1 | 06021 0 0.1156 0 0
ol
JeadY 0 0 0 1 0 1 | 06021 0 0 01209 | ©
an 0 1 1 0 0 2 | 03011 | 0.0602 | 0.0578 0 0
lal¥ 0 0 1 0 0 1 | 06020 0 0.1156 0 0
&l 0 1 1 0 0 2 | 03011 | 0.0602 | 0.0578 0 0
) 0 0 0 1 0 1 | 06021 0 0 01204 | 0
<l
ozl 0 0 0 1 0 1 | 06021 0 0 01204 | ©

The first column (terms) represents the terms of predefined essay.

The second column (query) represents the term frequency (term counts) or number of
timesaterm k occursin an essay in the learner’s essay.

The (third, fourth, fifth, sixth) columns (essay 1, essay 2, essay 3, essay 5) represent the
term frequency (term counts) or number of times a term k occurs in an essay in the
learner’s essay.

The sixth column (DF) represents the essay frequency or number of essays containing
term.

The seventh column (idf) represents the inverse of essay frequency or number of essays
containing term.

The (eighth, ninth, tenth, elven) columns (weight 1, weight 2, weight 3, weight 4)
represents the weight of the term in the specific essay which can be found using equation
(3.2).

The (VSM) score finds by computing the similarity between predefined essays and a
guery by using equation (3.2).
VSM_score_query_essay1=0.274
VSM_score query_essay2=0.009
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VSM_score_query_essay3=0.102
VSM_score query essay4=0.038

The proposed system takes the highest score as the VSM score=0. 274
Then, in order to calculate the LS| score the proposed system first applying the
equation (6.1) to decompose the original term-by-document matrix.

U 3 VT
r—0.0701 0.0408 —0.0568 —0.18407
-0.1332 01017 -0.1125 -0.0013
—0.0701 00408 —0.0568 -—0.1840
—0.063 0.06090 -0.0557 0.1827

—0.0490 0.0176 0.172 0.0010
—0.0701 0.0408 -0.0568 -0.1840

Then, applying the equation (7.1) to query g to mapped the query into the k-space
q =-0.0881 0.020380.0936 0.1090

Finally, The (LSI) score finds by compute the similarity between predefined essays
and a query by using equation (7.2)
LSl_score_guery_essay1=0.7286
LSl_score_guery_essay2=-0.2805
LSl _score query essay3=0.6105
LSl _score query essay4=0.1323

The proposed system takes the highest score as the LS| score=0.7286,The fina score
finds by computing the average of the two scores (VSM AND LSI) =
0.274+0.7286/2=0.5013.

The proposed system suggests a score range between (0-10) for this reason the system
mapped the final score to the suggests score by multiplying the final score by 10, the final
score now becomes 5.

Comparison of results between traditional human scoring and the Proposed AAES
system scoring for 1 question, and 4 model answers, 30-learners answer are shown in
(table 5).

419
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Table (5): Comparison of results between traditional human scoring and the
Proposed AAES systemscoring.

Answer no. | Instructor’sscore | AAES system scores | Accuracy
1 1 1 100%
2 3 3 100%
3 3 3 100%
4 3 4 90%
5 4 4 100%
6 4 5 90%
7 4 4 100%
8 4 4 100%
9 4 4 100%
10 4 4 100%
11 5 5 100%
12 5 5 100%
13 5 5 100%
14 5 5 100%
15 6 6 100%
16 6 6 100%
17 6 7 90%
18 7 6 90%
19 7 7 100%
20 7 7 100%
21 7 7 100%
22 7 6 90%
23 8 8 100%
24 8 9 90%
25 8 8 100%
26 8 7 90%
27 9 9 100%
28 10 10 100%
29 10 10 100%
30 10 10 100%

The execution of a system for scoring essays can be assessed by measuring what
number of the mechanized score closer to the instructor’s score.  More nearly the
computerized scores closer to the instructor’s score are more precise. (Table 6)
demonstrates the mapping between educator's score to the scores reviewed by the AAES
framework. Here, out of 30 understudy's submitted answers 5 essays have been scored 7
by instructor’s score while the AAES framework scored 3 essays for 7 and 2 essays
have been have scored 6 . Also, we see that framework has been missed a few responses
to score effectively.
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Significance measure have tried the framework by true positive, true negative, false
positive and fa se negative. We have characterized this measure as bellow:

True positive: If a test outcome shows positive result that is truly positive is called
genuine positive. In thistest if AAES framework gives an essay 10 evaluation for which
theinstructor’s scoreis 10 then the result is genuine positive.

True negative: If a test outcome shows negative result that is truly negative is called
genuine negative. In our examination if AAES framework does not give score 1 where
the instructor’s score 1 is not introduce in the current article set then it is called genuine
negative.

False positive: If atest outcome shows positive result that istruly negative is caled false
positive. In our examination if AAES framework gives score 1 for an answer where the
instructor’s score 1 is not set for that essay then it is called fal se positive.

False negative: If atest outcome shows negative result that is truly positive is called
false positive. In our test if AAES framework gives 1 for an answer where the human
review 10 is allocated for that answer then it is called fal se negative.

Missed: The term missed denots to the quantity of answers to which instructor’s score
(and not by the AAES System) denotes each one score.

Spurious. The term spurious demonstrates the quantity of answers to which the AAES
System (and not by instructor’s score) denotes each one score.

Table (6): Performance of proposed system

Instructor | Number AAES System score
score of
answers

10 |9 8 |7 6 5 4 3 1
10 3 —p 3 0 0 |0 0 0 0 0 0
9 1 - 0 1 0 |0 0 0 0 0 0
8 4 —p 0 1 2 |1 0 0 0 0 0
7 5 —pi O 0 0 |3 2 0 0 0 0
6 3 —p O 0 0 |1 2 0 0 0 0
5 4 =P 0 0 0 |0 0 4 0 0 0
4 6 0 0 0 |0 0 1 5 0 0
3 3 ! O 0 0 |0 0 0 1 2 0
1 1 ! O 0 0 |0 0 0 0 0 1
total 30 —p 3 2 2 |5 4 5 6 2 1

(Table 7) shows true and false positive, and negative, respectively from the results
acquired by AAES framework.
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Table (7): True and False Positive, and Negative, Respectively of AAES system

Instructor | Number No. of Missed | Spurious True True False False
score of Essay Positive | Negative | Positive | Negative
answers | Correctly
Scored by
AAES
system
10 3 3 0 0 100% 0% 0% 0%
9 1 1 0 1 100% 0% 100% 0%
8 4 2 2 0 50% 0% 0% 50%
7 5 3 2 2 60% 0% 40% 40%
6 3 2 1 2 66.7% 100% 40% 33.3%
5 4 4 0 1 100% 0% 25% 0%
4 6 5 1 1 83.3% 0% 16.7% 16.7%
3 3 2 1 0 66.7% 0% 0% 33.3%
1 1 1 0 0 100% 0% 0% 0%
total 30 23 7 7 81% 0% 28% 19%

(Table 8) demonstrates the results got by the AAES while caculating in semantic

revision.

Table (8): PRCISION, RECALL AND F1 OF AAES system for 30 submitted

answers
Instructor | Number | No.of Essay | Missed | Spurious | Precision Recall F1
score of Correctly
answers | Scored by

AAES

system
10 3 3 0 0 100% 100% 100%
9 1 1 0 1 50% 100% 67%
8 4 2 2 0 100% 50% 67%
7 5 3 2 2 60% 60% 60%
6 3 2 1 2 50% 66.70% 57%
5 4 4 0 1 80% 100% 89%
4 6 5 1 1 83% 83.30% 83%
3 3 2 1 0 100% 66.70% 80%
1 1 1 0 0 100% 100% 100%
total 30 23 7 7 80% 81% 78%

In the above table we describe the eight columns as follows:
A test score, we have given to the answers (instructor’s score.
The quantity of answers that teacher physically assigned to each one score.
The quantity of answers accuratdly assessed by AAES framework.
The quantity of answers to which the teacher (and not by the AAES) allocated each one

pPWONPE

SCore.

o
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The quantity of answers to which the AAES (and not the instructor) gave each one score.
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The last three columns show accuracy, review and F1 values.

In this connection, we characterized accuracy, review and F1 as takes after:

Precision : Precision is the quantity of answers accurately scored by AAES divided by
the aggregate number of answers scored by AAES.

Recall: Recall is the quantity of answers accurately scored by AAES divided by the
aggregate number of answers scored by the instructor.

F1: The F1 score (additionally called F-measure) is a measure of a test's precision. It's a
join measure of accuracy and review is the symphonious mean of precision and review.
In this setting, we characterized these measures as takes after [17]:

number of answers correctly scored by AAES
the total number of answers scored by AAES

precision =

number of answers correctly scored by AAES

the total number of answers scored by the instructor

2 * precision * recall
Fl=

recall =

precision + recall

From (Table 8) the results reveal 78% precision is accomplished by AAES. A few essays
have missed and spurious by AAES and those made a few blunders, from table (6), (7)
and (8) we have observed that proposed framework results are closer to the instructor’s
results.

Fig. 3 demonstrates the graphical presentation of the correlation between traditional
human scoring (instructor’s score) and Proposed AAES framework scoring.

AAES system
12
10 102010
£ 9 9
I 8 8-8-8-8
s 1771777 7
S 6 6666 6
a 5 5555 Instructor
4 4444444 score
@ 333
S 2 AAES system
3 o T score
1 3 5 7 9 11 13 15 17 19 21 23 25 27 29
Answer no.

Figure (3): Comparison of results between traditional human scoring and the
Proposed AAES system scoring.

In Fig. 3 the blue lines represent the score of the instructor for a particular answer and
the orange lines represents the score of AAES for a particular answer. For each answer,
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the orange lines tend to equal with blue lines. We have observed that the vast majority of
AAES scores are equivalent to the ingtructor’s scores which make the straight line. A
percentage of the instructor’s scores are missed by the framework, yet at the same time
near to the straight line. Along these lines, we see that the proposed framework's score is
near to instructor’s score for each one answer.

For the quality measure of the proposed framework and in the assessment stage, the score
of the answer by AAES has been compared with the teacher score. For correlation, we
have processed the mean of errors by averaging the greatness each one machine score
deviated from its relating instructor score. Also, we likewise processed the standard
deviation of errors[17].

Yiz1 Xi
n

(X — 02+ (Xp — %)? + (X3 — X)2+(X, — X)2
SD = -

X =

When
x Is the arithmetic mean from all errors.
X; |s an absolute value of an error between instructor score and AAES score.
n Is the number of data set where n =30.
From the results of table 6 we have calculated the standard deviation (SD) error.
(Table 9) shows the Mean of Errors, Standard Deviation of Errors, Correlation Degree
and Accuracy of the proposed system.

Table (9 ): Mean of Errors, Standard Deviation of Errors, Correlation Degree and
Accuracy of the proposed system

Experiment PROPOSE AAES SY STEM
Mean of Errors 0.233
Standard Deviation of Errors 0.077
Correlation Degree 0.978
Accuracy 90-100%

From the previous tests, the experimental reveals great results, The exploratory results
demonstrate a significant connection between instructor’s score and AAES score. This
can prompt the modifying of automatic scoring systems' not just focused around Multiple
Choice Question(MCQ), yet rather on semantic of unlimited essays. This system can also
be used in the distance learning systems where students can connect to the system and
freely submit the answers and obtained the score in about 10 seconds only, thus leading
to improve the learning’s efficiency, learning performance and overcome time and cost,
AAES system is objective, based on the model answers and free of instructor’s mood this
leading to improve the learning’s reliability.
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Conclusions and futurework

The objective of this research is an innovative approach to designing and implementing
an AAES system using VSM and LSI. This model has been successfully applied to find
the degree of similarity between electronic essays. The experimental results when applied
the 4 model answers and the 30-learners answer shows that the proposed system can
exactly provide an electronic assessment closer to instructors’ traditional assessment in
about only 10 seconds only; resulting in facilitates learning efficiency, learning
performance and to overcome time, cost and reliability by evaluating of a large number
of essays and tests answers with short time (about 10 seconds). Moreover, it provides the
possibility of holding exams at any time or place on the Internet without the needs for the
existence of users in the educational institution and at a specific time, which saves time
and effort and money and this leads to the lifting of the educational process.

It would be interesting to use the proposed AAES framework to different information
sets, for example of not native language. Since proposed AAES framework is truly
general, al that eventual expected to adjust it to an aternate space is a preparation corpus
of reviewed essays.
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