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ABSTRACT:
Botnet is a general term referring to a group of automated software robots that run without human intervention (malware code). Nowadays, Botnets produces a major threat to the cyber security (Information Assurance) of computing assets. Therefore, you need to protect our huge confidential and personal information through the use of web interfaces such as online passwords, corporate secrets, online banking accounts, and social networking accounts like Facebook. Network traffic analysis is an important component in the management and security of current networks and in the design and planning on future networks. This study enables the researcher: (a) to study botnet topologies, behavior and lifecycle events and actions (b) to combine normal web traffic and normal P2P traffic for binary classification; (c) to produce simulated network flow data comparable to the activities of a botnet controller or "boms," and hosts under attack (testing samples); and (d) to detection and identifies P2P botnet framework using Support Vector Machine (SVM) based on statistical features.
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INTRODUCTION

Today, our reliance on the internet has developed multiple. So has the need to guard our vast personal information accessible via web interfaces such as online passwords, corporate secrets, online banking accounts, and social networking accounts like Facebook.

The appearance of botnets in the internet scene over the last decade, and their ever changing behavior has caused real challenges that cannot be easily remedied. According to literature, a botnet is defined to be a set of infected hosts (also called bots or zombies) that run autonomously and automatically, controlled by a bot master (bot herder) who can co-ordinate his/her malicious intentions using the infected bots. Some of the prominent malicious tasks that can be credited to botnets include DDoS (Distributed denial-of-service), spam, phishing, ransom wares and identity theft. In Figure 1, in regards to how each actor is contributing to the botnet problem (or alternatively, mitigating it); and how botnets are in return, affecting that actor.

In the beginning, most botnets used a centralized approach for managing botnets [1]. This was done using the IRC (internet relay chat) protocol or modified versions of the protocol using freely available sources such as Unreal IRCd[2]. As per [2], the main reasons for using IRC were its interactive nature for two way communication between server-client; readily available source code for easy modifications; ability to control multiple botnets using nicknames for bots and password protected channels; and redundancy achieved by linking several servers together.

A botnet can be defined as a coordinated group of compromised machines controlled via Command & Control (C&C) communication channels that are connected to some C&C servers/peers managed by botmasters/botherders. Bots in a botnet are generally involved in performing various malicious activities like sending spam mails, distributed denial-of-service (DDoS) attack, phishing and click fraud. In the centralized approach IRC servers are often used to manage Command and Control functions to allow the botmaster to control the collection of compromised computers and issue commands.

The prevalence of IRC servers (which use a centralized C&C model) and their simplicity of use continue to make them an attractive mechanism for botnet control (Bacher et al., 2005). A typical botnet using IRC for Command and Control is illustrated in Figure 2 [3]. Most common botnet topologies available in wild are either centralized or distributed in structure. Most early botnets are based on centralized C&C architecture (e.g. IRC). Botnets with centralized C&C suffer from single-point-of-failure problem i.e. if C&C is detected and taken down the botnet cripples. However, IRC botnets with their source codes widely available and their setup and maintenance simple and relatively easy, are still most popular among bothered[4]. Some recent botnets have used distributed C&C architecture (e.g. P2P), mainly to avoid single-point-of-failure problem. Also, newer P2P botnets are using advanced techniques like Root-kits, Fast-flux etc. to avoid detection [5]. Use of a distributed C&C infrastructure by the botnet operators started in the year 2007 with the introduction of Storm [6] botnets, followed by Nugache [6] and more recently Waledac[7]. While Storm spreads via legitimate hosts running Overnet clients, Nugache spreads over AIM (AOL Instant Messenger). All these three bots carry a list of P2P hosts used as “first point of contact”. While Nugache
always opens TCP port 8 to establish communication, Storm uses a protocol called Overnet for communication, which is based on Kademlia theories.

Figure (1) Simplified diagram of relations of online actors to the botnet problem.

Figure (2) P2P and IRC Botnet Structure [3].
Waledac utilizes HTTP communication and a fast-flux based DNS network exclusively in its communication channels. SVM being used as the sole classifier in this paper mainly because SVMs are known to perform better than other classifiers in many critical respects, such as SVMs scale much better and SVMs give higher classification accuracy [8].

In this paper, we propose a proactive approach for P2P botnet detection i.e. it can detect botnets prior to they are being used for any malicious activity. We have used support vector machines (SVM) for classification of large volume of control traffic generated by a P2P botnet from that of normal web traffic. We have carried out the investigation based on assumption that for a carefully selected set of flow features, P2P botnet control traffic can be distinguished from legitimate P2P and other normal web traffic.

The actual feature set used to build a classifier is significantly important in determining its performance. Therefore, we propose a feature selection technique and provide insights into which features are most important for effective classification. Furthermore, we investigate the performances of SVM kernels, namely RBF kernel and also provide insights in to the best combination of parameter values in terms of classification accuracy. Rest of the paper is organized as follows: Section II provides a brief overview of related works. In Section III discuss the network Behavior examination Tools. In section IV, we discuss the architectural overview of our proposed detection approach and the approach we have followed for dataset preparation. Section V describes the feature selection technique we have formulated. In last section carries an analysis of the result and finally we conclude.

**RELATED WORK**

The research carried out till date for botnet detection and mitigation is simply inadequate, compared to huge threat that the botnets have evolved to over the years. Most of the botnet detection approaches are based on the anomalies being observed in network traffic, unusual system behavior etc. Botnet detection based on anomalies may not be useful always for several reasons. First, anomalies may not be always prominent to indicate a botnet attack. Second, it requires continuous monitoring of the network. Third, traffic belonging to botnets using HTTP protocol hides under the cover of normal web traffic and thus gets allowed everywhere. Because of these reasons, many researchers have used Machine Learning based approaches for botnet detection. Several techniques have been developed for classification and detection of botnet traffic. In paper [9], Livadas et. al. provided a two stage proactive approach to distinguish C&C traffic from normal traffic. First, it distinguishes IRC based chat flows from that of non-chat flows and then botnet infected IRC flows from that of real IRC flows. Their technique uses network flow classification based on ten flow characteristics. Among the machine learning tools, J48, naïve Bayes and Bayesian Network classifiers are used. While these are effective technique for identifying botnet C&C traffic, they are specific to IRC based C&C mechanism. Paper [8] also focuses on a similar proactive measure for detecting P2P botnet using five machine learning techniques, namely, Support vector Machine (SVM), Artificial Neural Network (ANN), Nearest Neighbors Classifier (NNC), Gaussian-Based Classifier (GBC), and Naïves Bayes Classifier (NBC). In this model they have used information about payload size, number of packets, duplicated packets length, and concurrent active ports to build the features set. While they have used both network flow level features and features that represent host communication patterns, our approach is solely based on flow
features, as dependence on host behavior may be misleading given the complex communication pattern of P2P botnets. Analysis of their result shows that SVM produces best performance in terms of detection rate of Botnet C&C flows. In the paper [10] Wen-Hwa et. al. applied research on the original dissimilarity of P2P botnet differing from normal Internet behaviors as parameters of data mining, which were then clustered and distinguished to obtain reliable results with acceptable accuracy. By observing C&C communication pattern that characterize P2P botnets based on statistical fingerprints of the P2P communications, paper [11] proposes a botnet detection approach for detecting stealthy P2P botnets. Even though it can detect bots that are not involved in any malicious activity, it requires constant judging of activities of nodes in a monitored network. In [12], Thuraisingham et. al. have proposed a stream data classification algorithm for detection of P2P botnet. Based on two important properties of botnet traffic i.e. infinite length and concept drift, they have proposed a multi-chunk, multi-level ensemble classifier to classify concept-drifting stream data. In paper [13] Masud et. al. have proposed a flow based approach to classify C&C and normal flow using data mining to learn temporal correlation between an incoming packet and one of the following logged events: an outgoing packet, a new outgoing connection and an application startup. Any incoming packet correlated with one of these logged events is considered a possible botnet command packet. Classification was done using Support Vector Machine (SVM), Bayes Net, Decision tree (J48), Naïve Bayes and Boosted decision tree (J48).

**NETWORK BEHAVIOUR EXAMINATION TOOLS**

The first part of the study included understanding botnet behavior and predicting its life stages. Among the topics covered under the research were ICMP, HTTP, TCP and UDP protocols, botnet topologies, botnet behavior and lifecycle, prediction of botnet actions and general traffic characteristics. The attacker is using IP spoofing to include a random source IP address in the header and hence is trying to make identification of the source of attack impossible. The source IPs might not belong to the attacker’s network. The goal was to define the data flow and state transitions for each phase of a botnet’s operation.

A typical botnet has three major lifecycle stages:

1. **Infection Stage**
2. **Recruitment Stage**
3. **Attack Stage**

Each stage is controlled by the botmaster through the C&C system.

During the infection stage, vulnerability in a potential bot is identified and used to infect it. In the recruitment stage, each infected system recruits (infects) other systems forming a network of bots. Once the botnet is established it may be used to execute other attacks. Though the pattern of attack may be different for different botnets, all botnets exhibit these three basic phases in their life cycle.

Some general characteristics of network traffic after a host infection:

1. The communication pattern between hosts is abnormal: For example: a) TCP SYN packet floods without any corresponding ACK packets b) ICMP echo request/reply packet floods.
2. The number of incoming connections is very large: For example: a) large amount of ICMP packets sent to a broadcast address with the IP address of the victims the source address. This make all the hosts in the network reply to victim
with ICMP reply packets. This is a smurf attack[14]. b) A rise in the number of
incoming C&C requests as bots connect to IRC server after infection.
3. An unusual number of outgoing packets: For example: bots carrying out
e-mail spamming and denial of service attacks may show this characteristic.
4. DNS queries to unusual servers and establishing other communication with
the IP address returned.
5. Hosts trying to connect using unusual ports or protocols. For example, if the
network in question is never expected to use the IRC protocol and IRC transactions
are observed.
6. Virus or worm signatures observed in packets entering or leaving a network
boundary. Using the approach we developed, one could identify additional
characteristics similar to the ones listed above.

This section provides an overview of some of these technologies, as well as
references for further investigation. We cover these in an order that approximates
their level of abstraction from the traffic: from the packet traces on one extreme to
high-level summaries and visualizations on the other.

A. WireShark

WireShark [2] is a basic open-source packet sniffer and analyzer. It sniffs the
network traffic visible from an interface that has been placed in promiscuous mode,
records it to disk, and displays the packet traces in a linear format to the user. It has
many built-in protocol parsers to add some semantic information to the data
displayed, but does little else. Figure 3, shows Wireshark user interface.

B. Network Analysis Visualization

Network Analysis Visualization (NAV) is a project of the University of British
Columbia’s Department of Computer Science with the aim of gaining a higher level
of understanding of network events than that provided by linear views of packet
traces [18].

NAV provides a bipartite visual overview of traffic at the border of the network
to help administrators understand local hosts’ interactions with remote ones. It is
therefore particularly well-suited to visualizing otherwise benign phenomena that
gain the potential for mischief when they are correlated across many hosts, such as
(once again) portscan behavior. Figure 4, shows overview of NAV Interface.

C. Cisco NetFlow

Cisco NetFlow is a Cisco developed flow technology that allows bandwidth
monitoring of a network. NetFlow Analyzer is a software that uses Cisco NetFlow
to monitor bandwidth and runs in windows and linux. In the Cisco Systems
NetFlow v9 specication[15], a compliant exporter may export a combination of
source address, destination address, source port number, destination port number,
the number of packets exchanged in each direction, the number of bytes exchanged
in each direction, a record of TCP ags, and more. Once NetFlow records and pcap files
were available, the output data description of network characteristics to
understand the behavior observed. Figure 5, shows overview of NetFlow Interface.

A wide variety of tools and technologies have been developed to help understand
complex behaviors in networks. Once the behavior of a botnet was understood, our
goal was to generate botnet-like traffic, which we could attempt to analyze, thereby
paving the way to building detection algorithms. This data would be used to study
the particular characteristics of botnet behaviors, which once identified, could
be used to develop and test detection algorithms. We could either design a simulator to
generate NetFlow records traffic or find a generator from the net which could be
reused for traffic generation. Since the objective of the study was to analyze botnets
and find methods to detect and mitigate them, the team decided to look for an existing tool that would generate synthetic simulated NetFlow records traffic in large quantities. The team evaluated several off-the-shelf NetFlow generator tools and selected the NetFlow Traffic Generator (NetFlow Packet Generator) from Virtual Console [16] for simulating NetFlow traffic. It was also found that one could use freely available pcap files, with NetFlow records [17-18]. These data are categorized as good (normal) or bad (malicious), which helped facilitate our study. We used WireShark® (see Figure 3) to inspect data from live network traffic, and downloaded from publicly available data sources (pcap files). WireShark has the ability to track real-time network traffic and its characteristics. Alternately we could download pcap files and open them with WireShark to analyze.

Figure(3) Wireshark User Interface.
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Figure (4) Overview of NAV Interface

Figure (5) Overview of Net Flow Interface
ARCHITECTURAL OVERVIEW AND DATASET PREPARATION

The architectural overview of our experimental set up for P2P botnet detection is shown in Figure 6. We acquired the benign data randomly from windows machines using WireShark. We kept WireShark running for long durations so that enough of data are captured to represent the flows.

We created a Perl script to extract flows from the raw data captured via WireShark. The benign web traffic we used includes flows that contain general network traffic such as HTTP, FTP, SMTP etc. and the normal P2P flows that contain legitimate P2P traffic such as Bittorrent, Skype, and e-Donkey.

While preparing the dataset, we have discarded flows that are unlikely to contribute significantly in the process of classification as follows.

(i) Flows having single packet, as it does not carry any meaningful information.
(ii) Flows that involves local broadcast activities in the network.
(iii) The remaining of the flows (including both normal and botnet data) are labeled and combined to form a single dataset.
(iv) The dataset prepared for conducting the experiments has a total of 20000 flows of which 10% are normal flows. The P2P bot keeps changing the communication ports frequently, making the number of bot flows much larger compared to normal flows.

FEATURE SELECTION

Feature selection is an important issue that affects the accuracy of detection. The question of identifying useless, less significant and truly useful features is relevant because the elimination of useless features (or audit trail reduction) enhances the accuracy of detection while speeding up the computation, thus improving the overall performance of the detection mechanism. In cases where there are no useless features, concentrating on the most important ones may well improve the efficiency of the detection mechanism, SVM Classifier without affecting the accuracy of detection in statistically significant ways. A model selection of SVM [8] being carried out using radial basis function (RBF) kernel [19]. It is given by $K(x_i, x_j) = \exp(-\gamma ||x_i - x_j||^2), \gamma > 0$. We considered RBF Kernel, mainly for two reasons: (a) the number of hyper-parameters, which influences the complexity of model selection. The polynomial kernel has more hyper-parameters than RBF kernel; (b) the RBF kernel has fewer numerical difficulties. There are two parameters for a RBF kernel: $C$ and $\gamma$ (gamma). Since it is not known beforehand, which pair of value for $C$ and $\gamma$ would produce best result, we performed a kind of model selection (parameter search).
We have considered the flow features based on following observations:

(i) Flows belonging to legitimate P2P networks (e.g. file sharing networks) normally carries packet to the size of MTU (Maximum Transmission Unit). Whereas, bots are malicious programs and are valuable asset for botmaster. Therefore, to avoid getting detected they try to keep the size of packets as small as possible, almost never reaching the size of MTU.

(ii) For the same reason as stated in (i), the botmaster keeps the ratio of largest packets in a flow to as low as possible which is just the opposite in case of legitimate P2P networks.

(iii) Bots are malicious programs that keep changing communication ports, which results in less bytes being transferred with each flow. Whereas, most of the legitimate P2P networks are file sharing networks that results in large amount of bytes being transferred with each flow.

(iv) Since bot flows are generated by programs, variances with respect to different flow parameters like packet sizes and inter arrival time of packets are expected to be low compared to legitimate P2P flows. Data collected for plotting the graphs are an average of per thousand flows for bot and normal data taken separately. A result of our analysis shows that the features are ideal for classification.

We have also used a simple performance-based input ranking methodology: One input feature is deleted from the data at a time; the resultant data set is then used for the training and testing of the classifier. Then the classifiers performance is compared to that of the original classifier (based on all features). Finally, the importance of the feature is ranked according to difference in performance produced by deletion of a specific feature. The more is the difference the higher is the rank of the deleted feature.
The procedure is summarized as follows:

1. Compose the training set and the testing set;
2. Use the complete data set to train the classifier and evaluate the performance of the classifier using the test set. Repeat step 3 through step 6 until no feature is left out;
3. Select a feature to delete from the (training and testing) data; If the feature is not selected earlier then do the following;
4. Delete the feature and use the resultant data set to train the classifier;
5. Analyze the performance of the classifier using the test set.
6. Rank the importance of the feature by comparing its test result to the result obtained in step 2.

**EXPERIMENTATION AND MODEL SELECTION**

Once the enormous volume of TCP and UDP traffic generated by the P2P bot are segmented into flows as described in section III and feature selection carried out using the procedure described in section IV, we performed a model selection [19] using Support Vector Machine. We used Sequential Minimal Optimization (SMO) algorithm in WEKA machine learning environment to carry out the classification. In order to obtain best \((C, \gamma)\), we performed a “grid-search” on \(C\) and gamma using cross validation. For this purpose we tried with an exponentially growing sequences of \(C\) and \(\gamma\), like \(C = 2^5, 2^7, 2^9, \ldots, 2^{13}\) and \(\gamma = 2^{-5}, 2^{-3}, 2^{-1}, \ldots, 2^{1}\). We use n-fold cross validation in our experiments. In n-fold cross validation, we first divide the training set into n subsets of equal size. Sequentially one subset is tested using classifier trained on remaining n-1 subsets. Thus, each instance of the whole training set is predicted once so the cross-validation accuracy is the percentage of data which are correctly classified. In general, the value of n does not influence the cross validation accuracy much if it is small enough compared to total number of samples. In our experiments we set n=10. Following steps were performed to do the classification:

1. SVM require that each data instance is presented as a vector of real numbers. Consequently, all data instances are presented as vectors of real numbers.
2. Each attribute is linearly scaled to the range [-1, +1]. This is done in order to avoid numerical problems that may arise for large attribute values, because the kernel values usually depend on the inner products of feature vectors.
3. In this step we performed model selection i.e. the Kernel is chosen along with the value for penalty parameter \(C\) and kernel parameter \(\gamma\).

Table I shows the percentage of accuracy for exponentially increasing sequences of penalty parameter \(C\) and kernel parameter \(\gamma\).

**Table (1): Percentage of accuracy for different combination of \(C\) and \(\gamma\).**

<table>
<thead>
<tr>
<th>Percentage of accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>(C = 2^5, \gamma = 2^{-5})</td>
</tr>
<tr>
<td>(C = 2^7, \gamma = 2^{-3})</td>
</tr>
<tr>
<td>(C = 2^9, \gamma = 2^{-1})</td>
</tr>
<tr>
<td>(C = 2^{11}, \gamma = 2)</td>
</tr>
<tr>
<td>(C = 2^{13}, \gamma = 2^1)</td>
</tr>
</tbody>
</table>
CONCLUSIONS

This study was a part of ongoing research on the behavior of botnets to find new ways to detect and mitigate malicious activities. Since we were the team working on the initial iteration of the project, our scope was limited to study of the botnet lifecycle and to determine a methodology to analyze the behavior of botnets as observed in data traffic captures. A botnet detection based on flow features of P2P bot has been introduced. The flow diagram for our process is shown in Figure 6. By using the approach we developed as a framework, this effort to study the observable traffic characteristics of malicious botnets. We hope that the results of these efforts will be algorithms to detect botnet traffic and alert network operators. The experimental result shows that our optimized method yields approximately between (94.02% ~ 99.26%) accuracy for unbiased training.
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