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Dr. Hadi T. Ziboon
Electrical Engineering Department, University of Technology
Email: haditarishziboon@yahoo.co.uk
Wasan S. Rasheed.
Electrical Engineering Department, University of Technology
Email: Wasan_sameer@yahoo.com

Received on: 11/9/2013 & Accepted on: 6/4/2014

ABSTRACT
This paper presents an analysis of the channel capacity, spectral efficiency and probability of outage for the 4th generation adaptive modulation of WiMAX system. The adaptive modulation techniques are Variable rate-Variable power, Variable rate-Constant power and Constant rate by using truncated channel inversion in the presence of Additive White Gaussian Noise (AWGN), Rayleigh fading and Nakagami fading.

The growing demand for wireless communication requires determining the capacity, spectral efficiency and probability of outage of these channels to evaluate the performance time varying channels.

The analysis results show the advantage of using WiMAX system with adaptive MQAM modulation techniques. Analytical results have proved that the channel capacity is improved by (38) M bit/sec when increasing the bandwidth from MHz to 20MHz in the presence of AWGN, the capacity channel is improved by (35) Mbit/Sec when increasing the bandwidth from 1MHz to 20MHz in the presence of Rayleigh fading with Variable rate-Variable power, the capacity channel is improved in the presence of Nakagami fading (m=2) which is (37) Mb/sec and improved (38) when (m=3) due to severe effect of Nakagami when increasing the 1MHz to 20MHz for a given SNR. However, the analysis of spectral efficiency shows that maximum spectral efficiency is accrues in Shannon capacity. The spectral efficiency decreases when Bit Error Rate (BER) increases. The analysis results show the spectral efficiency decreases (0.5) when BER=10^{-3} is used than when BER=10^{-6} is used. The probability of outage increases when the BER increase.
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INTRODUCTION

Worldwide Interoperability for Microwave Access (WiMAX) is essentially a powerful and advanced system of the 4G. WiMAX is similar to Wi-Fi but bandwidth, stronger encryption is more and also improved performance over long distance by connecting between receiving stations that are not in the line of sight [1]. WiMAX is also known as “Last Mile” broadband wireless access technology. WiMAX gives an alternate and better solution compared to cable and Wi-Fi technologies [2].

The capacity limits dictate the maximum data rates that can be achieved any constraints on delay or the complexity of the encoder and decoder [3]. The spectral efficiency determines the number of bits per hertz of the channel also the data rate of the transmission. However, the probability of outage determines the probability that the received SNR falls below a specified threshold. The capacity, spectral efficiency and probability of outage depend on the characteristic of the channel, which depending on the receiver of the signal to noise ratio is a function of the fading.

Adaptive Modulation Techniques

Adaptive modulation techniques are based on the variation in the transmitted power, symbol transmission rate, constellation size, coding rate/schemes, or any combination of these parameters [4]. Figure (1) shows, the main units of adaptive modulation (AM) system. The AM is based on SNR measurement and depending on the value of SNR selected the type of modulation.
Figure (1) Typical adaptive modulation system

a. Variable-Power Techniques

Adaptive transmitted power is used to compensate for SNR variation due to fading. The goal is to maintain a constant received SNR [5].

b. Variable-Rate Techniques

In variable-rate modulation the data are varied relative to the channel gain. This can be done by fixing the symbol rate of the modulation and using multiple modulation schemes or constellation size [6].

c. Variable Error Probability

The instantaneous error probability in fading channel varies as the received SNR varies, resulting in an average. This is not considered an adaptive technique since the transmitter does not adapt to SNR. Thus, in adaptive modulation error probability is typically adapted along with some other form of adaptation such as constellation size or modulation type [5].

d. Variable Coding Techniques

In adaptive coding different codes are used to provide different amounts of coding gain to the transmitted bits. When a strong error correction code is used when SNR is small and vice versa [3].

e. Hybrid Techniques

Hybrid techniques can adapt to multiple parameter of the transmission scheme, including rates, power, coding, and instantaneous error probability [3].

Channel Capacity in the Presence of AWGN for WiMAX system

The channel capacity is given by Shannon-Hartley equation [7],

\[ C = W \log_2 \left(1 + \frac{P}{N_0 W}\right) \] \hspace{2cm} (1)
where $\frac{P}{N_0W}$ is the received signal-to-noise ratio (SNR). When the SNR is large (SNR $\gg 0$ dB), the capacity $C \approx W \log_2 \left( \frac{P}{N_0W} \right)$ is logarithmic in power and approximately linear in bandwidth. This is called the *bandwidth-limited regime*. When the SNR is small (SNR $<< 0$ dB), the capacity $C \approx \frac{P}{N_0} \log_2 e$ is linear in power but insensitive to bandwidth. This is called the *power-limited regime* [7, 8].

**Channel Capacity in the Presence of Nakagami Fading Channels**

Closed-form expressions for the capacity channel for WiMAX system in the presence of Nakagami multipath fading (NMF) channels for various adaptive modulation techniques are adapted to the WiMAX system and presented in this section.

**Variable rate – Variable power**

This method is called optimal adaptive because both rate and power are varied to obtain optimal adaptive. The channel capacity of a fading channel in this case with received SNR distribution $p_\gamma(\gamma)$ is given in [3, 4, 7 and 8] as

$$C = W \int_{\gamma_0}^{+\infty} \log_2 \left( \frac{\gamma}{\gamma_0} \right) p_\gamma(\gamma) \, d\gamma \tag{2}$$

where
- $C$ = capacity of channel in (bit/sec)
- $W$ = the channel bandwidth in [Hz]
- $\gamma_0$ = the optimal cutoff SNR, which is below this level no data is transmitted.
- $p_\gamma(\gamma)$ = the probability distribution function (PDF) of the channel.

For NMF channel the probability distribution function (PDF) of the channel gain $\alpha$ is given by [8]

$$P(\alpha) = 2 \left( \frac{m}{\Omega} \right)^{\frac{2m-1}{\Gamma(m)}} \exp \left( -\frac{m}{\Omega} \frac{\alpha^2}{\Omega} \right), \quad \alpha \geq 0 \tag{3}$$

where
- $\Omega = E(\alpha^2)$, is the average fading power.
- $m$ = the Nakagami fading parameter ($m \geq 1/2$).
- $\Gamma(\cdot)$ = is the gamma function.

The received SNR $\gamma$, is then gamma distributed according to the PDF $p_\gamma(\gamma)$ is given by[8]

$$p_\gamma(\gamma) = \left( \frac{m}{\bar{\gamma}} \right)^m \frac{\gamma^{m-1}}{\Gamma(m)} \exp \left( -\frac{m}{\bar{\gamma}} \frac{\gamma}{\bar{\gamma}} \right), \gamma \geq 0 \tag{4}$$

Where
- $\gamma$ = the received SNR.
- $\bar{\gamma}$ = the average received SNR.

The Nakagami fading represents a wide range of multipath channels via the $m$ fading parameter. The Rayleigh distribution ($m=1$) is a special case [8, 9].
The complete derivation is given in Appendixes (A,B). The NMF channel capacity per bandwidth $C/W$ [bits/sec/Hz] under the variable power and the rate adaptation policy is given by

$$C/W = \log_2(e) \sum_{k=0}^{m-1} \frac{f(k,m\gamma_0)}{k!}$$  \hspace{1cm} \ldots(5)

### 1.1 Variable rate – constant power

Shannon capacity of a fading with receiver Channel Side Information (CSI) for an average power transmitter $\bar{S}$ can be obtained from results [3, 4, 9 and 10] as

$$C = \int_0^{\infty} B \log_2(1 + \gamma) p_y(\gamma) d\gamma$$  \hspace{1cm} \ldots(6)

The complete derivation is given in Appendix (C). $C/W$ [bits/sec/Hz] for Variable rate – constant power can be written as

$$C/W = \log_2(e) e^{m/\bar{\gamma}} \sum_{k=0}^{m-1} \frac{m^k}{k!} f(-k,m/\bar{\gamma})$$  \hspace{1cm} \ldots(7)

### 1.2 Fixed rate-Variable power

In this case the received power is maintained constant and the transmitted power of the transmitter is varied. The channel capacity when the transmitter adapts its power to maintain a constant SNR at the receiver (by using the channel inversion or equalizer) is also investigated in [7, 8, 10, 11 and 13]. The channel after using ideal channel inversion or equalizer appears as a time-invariant AWGN channel. The channel capacity with this technique ($C$ [bits/sec]) derives from the capacity of an AWGN channel and is given by

$$C = W \log_2(1 + \frac{1}{\int_0^{\infty} p_y(\gamma) d\gamma})$$  \hspace{1cm} \ldots(8)

Another approach is to use a modified inversion policy which inverts the channel fading only above a fixed cutoff fade depth $\gamma_0$. The capacity with this truncated channel inversion and fixed rate policy ($C$ [bits/sec]) is given by [7, 12]

$$C = W \log_2(1 + \frac{1}{\int_{\gamma_0}^{\infty} p_y(\gamma) d\gamma} (1 - P_{out})$$  \hspace{1cm} \ldots(9)

where $P_{out}$ is given by equation (4) in Appendix B. The cutoff level $\gamma_0$ can be selected to achieve a specified outage probability.

By substituting the SNR distribution equation (4) from equation (8) it is found that the capacity per bandwidth of an NMF channel with total channel inversion, $C/W$, is given for all $m \geq 1$ by

$$\frac{C_{\text{fir}}}{{w}} = \log_2(1 + \frac{m-1}{m} \bar{\gamma})$$  \hspace{1cm} \ldots(10)

Thus the capacity of a Rayleigh fading channel ($m = 1$) is zero in this case. It should be noted that the capacity of this policy for an NMF channel is the same as the capacity of an AWGN channel with equivalent $SNR = \frac{m-1}{m} \bar{\gamma}$.

With truncated channel inversion the capacity per bandwidth $C/W$ [bits/sec/Hz] can be expressed in terms of $\bar{\gamma}$ and $\gamma_0$. Substituting equation (4) into equation (9), yields
\[
\frac{C}{W} = \log_2 \left(1 + \frac{\bar{P}(m)}{m^r(m-1)m_0/\bar{y}}\right) \frac{1}{r(m^r(m-1)m_0/\bar{y})}, \ m \geq 1 \quad \cdots \ (11)
\]

For the special case of the Rayleigh fading channel (\(m = 1\)), the capacity per unit bandwidth with truncated channel inversion reduces to
\[
\frac{C}{W} = \log_2 \left(1 + \frac{\bar{y}}{E_1(\bar{y}/\bar{y})}\right)e^{-\bar{y}/\bar{y}} \quad \cdots \ (12)
\]

### Analysis of Spectral Efficiency

Let \(S(\gamma)\) denote the transmit power adaptation policy relative to an instantaneous value of \(\gamma\), subject to the average power constraint
\[
\int S(\gamma)P(\gamma) \, d\gamma \leq \bar{S} \quad \cdots \ (13)
\]

The capacity of a fading channel with bandwidth \(B\) and average power \(\bar{S}\) is
\[
C = \max_{S(\gamma)} \int S(\gamma)P(\gamma) \, d\gamma = B \int_0^\infty \log_2 \left(1 + \frac{S(\gamma)}{\bar{S}}\right)P(\gamma) \, d\gamma \quad \cdots \ (14)
\]

The power adaptation which maximizes is given by [3, 4, 9,10]
\[
\frac{S(\gamma)}{\bar{S}} = \begin{cases} \frac{1}{\gamma_0} - \frac{1}{\gamma} & \gamma \geq \gamma_0 \\ 0 & \gamma < \gamma_0 \end{cases} \quad \cdots \ (15)
\]

Substituting equation (15) into equation (13), it is seen that \(\gamma_0\) is determined by numerically solving
\[
\int_{\gamma_0}^{\infty} \left(\frac{1}{\gamma_0} - \frac{1}{\gamma}\right)P(\gamma) \, d\gamma = 1 \quad \cdots \ (16)
\]

For some \((\gamma)\) distributions, a closed-form expression for \(\gamma_0\) may be found. Once \(\gamma_0\) is known as in equation (2)

The maximum spectral efficiency can be obtained by dividing both sides of the equation (2) by the channel bandwidth \(B\).

It is noted that for a constant transmit power \(S(\gamma) = \bar{y}\), the capacity of the equation (14) reduces to equation (6)

Spectral efficiency is maximized by using optimal power control equation (15) which achieves capacity [4, 9]:
\[
\frac{S(\gamma)}{\bar{S}} = \begin{cases} \frac{1}{\gamma_0} - \frac{1}{\gamma K} & \gamma \geq \gamma_0/K \\ 0 & \gamma < \gamma_0/K \end{cases} \quad \cdots \ (17)
\]

where \(\gamma_0/K\) is optimized cutoff fade depth and
\[
K = \frac{-1.5}{\ln \left(\text{SER}\right)} \quad \cdots \ (18)
\]

If one defines \(\gamma K = \gamma_0/K\) and substitutes equation (17) into equation (2), the maximum spectral efficiency is obtained
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\[
\frac{R}{B} = \int_{-\infty}^{\gamma K} \log_2 \left( \frac{\gamma}{\gamma K} \right) P(\gamma) d\gamma \quad \ldots(19)
\]

Analysis of Probability of Outage

Outage Probability \((P_{out})\) is defined as the probability that the instantaneous error probability exceeds a specified value. Outage probability is given by, [7]

\[
P_{out} = \int_{\gamma_0}^{\infty} P(\gamma) d\gamma \quad \ldots(20)
\]

where \(\gamma_0\) = the “cutoff” value.

If the received signal power is below this level, then no power is allocated to data transmission, so the outage probability for this policy is \(p(\gamma < \gamma_0)\) [7] and \(P(\gamma)\) is the probability density function (PDF) [7, 9]. In Rayleigh fading the outage probability becomes [1]:

\[
P_{out} = \int_{0}^{\gamma_0} \frac{1}{\gamma_s} e^{-\gamma_s/\gamma_s} d\gamma_s = 1 - e^{-\gamma_s/\gamma_s} \quad \ldots(21)
\]

Inverting this formula shows that for a given outage probability, the required average SNR(\(\gamma_s\)) is

\[
\gamma_s = \frac{\gamma_0}{-\ln(1-P_{out})} \quad \ldots(22)
\]

Since no data are sent when the receiver SNR falls below \(\gamma_1\), the MQAM scheme suffers an outage probability,

\[
P_{out} = \int_{0}^{\gamma_1} P(\gamma) d\gamma = 1 - \frac{r(m, \frac{\gamma_1}{\gamma})}{r(m)} \quad \ldots(23)
\]

where \(\gamma_1 = [erf^{-1}(2BER_0)]^2\), \(BER_0\) is equal to target BER.

Results and Discussion

Fig (2) shows the channel capacity versus the SNR for different WiMAX system bandwidths (BW=1, 1.25, 5, 10, 15, 20 MHz) in the presence of AWGN, by using the equation (1). Results show that when the bandwidth increase, the capacity of channel will be increased.

Figs (3, 4 and 5) show the channel capacity versus the SNR for different bandwidths (BW=1, 1.25, 5, 10, 15, 20 MHz) by using equation (5) for NMF channel \(m=1\) (Rayleigh channel), \(m=2\) and \(m=3\). If \(m\) is increased, then the effect of the fading channel increase.

Figs (6, 7 and 8) show the channel capacity versus the SNR for different bandwidths (BW=1, 1.25, 5, 10, 15, 20 MHz) by using equation (7) in Variable rate-Constant power technique with NMF channel \(m=1\), \(m=2\) and \(m=3\). Results show higher capacity is obtained in the presence of Nakagami fading (\(m=3\)).

Figs (9, 10 and 11) show the channel capacity versus the SNR for different bandwidths (BW=1, 1.25, 5, 10, 15, 20 MHz) by using equation (11) in Truncated channel inversion technique with NMF channel \(m=1\), \(m=2\) and \(m=3\). Results show minimum capacity is obtained in the presence of Rayleigh fading.

Figs (12 and 13) show the channel capacity versus the SNR for different bandwidths (BW=1, 1.25, 5, 10, 15, 20 MHz) by using equation (10) in Total channel inversion technique with NMF channel \(m=1\), \(m=2\) and \(m=3\). Results show minimum capacity is obtained in the presence of Nakagami fading.
technique with NMF channel $m=2$ and $m=3$. For $m=1$, the channel capacity is equal to zero. The minimum capacity is obtained in this case.

Fig (14) shows the spectral efficiency of adaptive MQAM for Variable rate-Variable power) versus the SNR in the presence of Rayleigh fading for $P_b = 10^{-3}, 10^{-4}, 10^{-6}$ by using equation (19).

Figs (15 & 16) show the spectral efficiency of adaptive MQAM for Variable rate-Variable power versus the SNR in the presence of Nakagami fading $m=2$ & $m=3$ for $P_b = 10^{-3}, 10^{-4}, 10^{-6}$ by using equation (19). Figs (13, 14 and 15) show the highest spectral efficiency is obtained in the presence of Nakagami fading.

Fig (17) shows the spectral efficiency of adaptive MQAM for Variable rate-Constant power versus the SNR in the presence of different types of fading by using equation (6). Figs (18, 19 and 20) show the outage probability versus the SNR for Rayleigh fading and Nakagami fading by using equation (21). Results show the probability of outage increases when Nakagami fading parameter ($m$) increases.

CONCLUSION

The following points represent the main conclusions drawn from this paper:

1. The use of adaptive modulation allows a wireless system to choose higher order modulation depending on the SNR. Different order modulations allow sending more bits per symbol and achieving higher data rate and better spectral efficiency.
2. Adaptive modulation is suggested for WiMAX to enhance the capacity of WiMAX.
3. The higher capacity is obtained in the presence of Variable rate-Variable power technique.
4. The capacity of NMF channels is always smaller than the capacity of an AWGN channel.
5. The different techniques of adaptive modulation have not changed the large value of capacity when the type of techniques change.
6. The highest spectral efficiency is obtained in the presence of Nakagami fading. The optimal spectral efficiency is obtained by using Shannon capacity.
7. The minimum outage is achieved in the presence of Nakagamifading and when it increases, the Nakagami fading parameter ($m$) decreases. The probability of outage as well as the higher BER (Bit Error Rate) give a higher probability of outage.
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Figure (2) Channel capacity versus average received (S/N) of WiMax system in the presence AWGN.
Figure (3) Channel capacity versus average received (S/N) for WiMax system with Variable- rate & Variable power in the presence of Rayleigh fading.

Figure (4) Channel capacity versus average received (S/N) for WiMax system with Variable- rate & Variable power in the presence of Nakagami fading (m=2).

Figure (5) Channel capacity versus average received (S/N) for WiMax system with Variable- rate & Variable power in the presence of Nakagami fading (m=3).
Figure (6) Channel capacity versus average received (S/N) for WiMax system with Variable-rate & Constant power in the presence of Rayleigh fading.

Figure (7) Channel capacity versus average received (S/N) for WiMax system with Variable-rate & Constant power in the presence of Nakagami fading (m=2).

Figure (8) Channel capacity versus average received (S/N) for WiMax system with Variable-rate & Constant power in the presence of Nakagami fading (m=3).
Figure (9) Channel capacity versus average received (S/N) for WiMax system with Truncated channel Inversion in the presence of Rayleigh fading (m=1).

Figure (10) Channel capacity versus average received (S/N) for WiMax system with Truncated channel Inversion in the presence of Nakagami fading channel (m=2).

Figure (11) Channel capacity versus average received (S/N) for WiMax system with Truncated channel Inversion in the presence of Nakagami fading channel (m=3).
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Figure (12) Channel capacity versus average received (S/N) for WiMax system with Total channel Inversion in the presence of Nakagami fading (m=2).

Figure (13) Channel capacity versus average received (S/N) for WiMax system with Total channel Inversion in the presence of Nakagami fading (m=3).

Figure (14) Spectral efficiency of Adaptive MQAM (Variable-rate Variable-power) in the presence of Rayleigh fading for $P_b = 10^{-3}, 10^{-4} \& 10^{-6}$.
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Figure (15) Spectral efficiency of Adaptive MQAM (Variable-rate Variable-power) in the presence of Nakagami fading (m=2) for $\Gamma = \frac{1}{10}, \frac{1}{100}, \frac{1}{1000}$.

Figure (16) Spectral efficiency of Adaptive MQAM (Variable-rate Variable-power) in the presence of Nakagami fading (m=3) for $\Gamma = \frac{1}{10}, \frac{1}{100}, \frac{1}{1000}$.

Figure (17) Spectral efficiency for constant transmit power Variable-rate
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Figure (18) Outage probability for Rayleigh fading

Figure (19) Outage probability for Nakagami fading (m=2)

Figure (20) Outage probability for Nakagami fading (m=3)

Appendix (A)
Gamma function and Incomplete Gamma function

A.1 Gamma function

In mathematics, the gamma function (represented by the capital Greek letter \( \Gamma \)) is an extension of the factorial function, with its argument shift down by 1, to real and complex numbers. That is if \( n \) is a positive integer \([15]\):

\[
\Gamma(n) = (n - 1)!
\] (A.1)

The gamma function is defined for all complex numbers except the non-positive integers. For complex numbers with positive real part, it is defined via an improper integral that converges:

\[
\Gamma(n) = \int_0^\infty e^{-t} t^{n-1} \, dt
\] (A.2)

The integral function is extended by analytic continuation to all complex numbers except the non-positive integers (where the function has simple poles), yielding the meromorphic function called the gamma function. The gamma function can be defined for negative value of the argument \( n \) by using the formula \([16, 17]\)

\[
\Gamma(n) = \frac{\Gamma(n+1)}{n}
\] (A.3)

Because the Gamma and factorial functions grow so rapidly for moderately large arguments, many computing environments include a function that returns the natural logarithm of the gamma function (often given the name lngamma in programming environments or gammaln in spreadsheets); this grows much more slowly, and for combinatorial calculations allows adding and subtracting logs instead of multiplying and dividing very large values.

**Important Properties**\([16, 17]\)

1. \( \Gamma(x+1) = x\Gamma(x) \)
2. \( \Gamma(x)\Gamma(1-x) = \pi/\sin \pi x \)
3. \( 2^{2x+1} \Gamma(x)\Gamma \left( x + \frac{1}{2} \right) = \sqrt{\pi} \Gamma(2x) \) (duplication formula)
4. \( \Gamma(x)\Gamma \left( x + \frac{1}{m} \right)\Gamma \left( x + \frac{2}{m} \right) \ldots \Gamma \left( x + \frac{m-1}{m} \right) = m^{1/2-m}2^{m(m-1)/2} \Gamma(mx) \) \( m = 1, 2, 3, \ldots \)

**Special Value**

1. \( \Gamma \left( \frac{1}{2} \right) = \sqrt{\pi} \)
2. \( \Gamma \left( m + \frac{1}{2} \right) = \frac{1 \cdot 3 \cdot 5 \cdot \ldots \cdot (2m-1) \sqrt{\pi}}{2^m} \) \( m = 1, 2, 3, \ldots \)
3. \( \Gamma \left( -m + \frac{1}{2} \right) = \frac{(-1)^m m^{m-1} \sqrt{\pi}}{1 \cdot 3 \cdot 5 \cdot \ldots \cdot (2m-1)} \) \( m = 1, 2, 3, \ldots \)

**Incomplete Gamma Function**

\( \Gamma(\ldots) \) is the complementary incomplete gamma function. The complementary incomplete gamma function is defined as

\[
P(a, x) \equiv \frac{(a,x)}{\Gamma(a)} \equiv \frac{1}{\Gamma(a)} \int_0^x e^{-t} t^{a-1} \, dt, \quad (a > 0)
\] (A.4)

It has the limiting values

\[
P(a, 0) = 0 \quad \text{and} \quad P(a, \infty) = 1
\] (A.5)
The incomplete gamma function $P(a,x)$ is monotonic and (for a greater than one or so) rises from “near-zero” to “near-unity” in a range of $x$ centered about $(a-1)$, and width about $\sqrt{a}$.

The complement of $P(a,x)$ is also confusingly called an incomplete gamma function

$$Q(a,x) \equiv 1 - P(a,x) \equiv \frac{\Gamma(a,x)}{\Gamma(a)} \equiv \frac{1}{\Gamma(a)} \int_x^\infty e^{-t} t^{a-1} dt$$

(A.6)

It has the limiting values

$$Q(a,0) = 1 \quad \text{and} \quad Q(a,\infty)$$

(A.7)

**Special Values [15, 16, 17]**

1. $\Gamma(s, x) = (s-1)! \ e^{-x} \sum_{k=0}^{s-1} \frac{x^k}{k!}$ if $s$ is a positive integer,
2. $\Gamma(s, 0) = \Gamma(s), \Re(s) > 0,$
3. $\Gamma(1, s) = e^{-x},$
4. $(1-x) = 1 - e^{-x},$
5. $\Gamma(0, x) = E_i(-x)$ for $x > 0$,
6. $\Gamma(s, x) = x^s E_{1-s}(x),$
7. $\Gamma\left(\frac{1}{2}, x\right) = \sqrt{\pi} \ \text{erfc}(\sqrt{x}),$
8. $\Gamma\left(\frac{1}{2}, x\right) = \sqrt{\pi} \ \text{erfc}(\sqrt{x}),$
9. $\Gamma(-s + k, x) = \frac{(-1)^{s-k}}{(s-k)!} \left[ \Gamma(0, x) - e^{-x} \sum_{m=0}^{s-k-1} (-1)^m \frac{m!}{x^{m+1}} \right] \quad [s-k \geq 1, k = 0, 1, \ldots].$

**Appendix (B)**

**The Deviation the Capacity of Variable rate- Variable power**

In this Appendix deviation of the capacity of Variable rate- Variable power is given [3, 4, 8]

$$C = W \int_{\gamma_0}^{+\infty} \log_2 \left( \frac{\gamma}{\gamma_0} \right) p_{\gamma}(\gamma) \ dy$$

(B.1)

$p_{\gamma}(\gamma)$ is given by

$$p_{\gamma}(\gamma) = \left( \frac{m}{\gamma} \right)^m \frac{\gamma^{m-1}}{\Gamma(m)} \exp\left( -\frac{m}{\gamma} \right), \gamma \geq 0$$

(B.2)

The optimal cutoff $(\gamma_0)$ can be evaluated by the following equation

$$\int_{\gamma_0}^{+\infty} \left( \frac{1}{\gamma_0} - \frac{1}{\gamma} \right) p_{\gamma}(\gamma) \ dy = 1$$

(B.3)

Note that this expression depends only on the distribution $(\gamma)$. The value for $\gamma_0$ cannot be solved for in closed form typical continuous pdf $(\gamma)$ and thus must be found numerically [11]. Since no data are sent when $\gamma < \gamma_0$, the optimal policy suffers a probability of outage $P_{out}$, equal to the probability of no transmission, given by [8]

$$P_{out} = \int_{\gamma_0}^{\gamma_0} p_{\gamma}(\gamma) \ dy = 1 - \int_{\gamma_0}^{+\infty} p_{\gamma}(\gamma) \ dy$$

(B.4)

Substituting equation (B.2) in equation (B.3) yields

$$\int_{\gamma_0}^{+\infty} \left( \frac{1}{\gamma_0} - \frac{1}{\gamma} \right) \left( \frac{m}{\gamma} \right)^m \frac{\gamma^{m-1}}{\Gamma(m)} \exp\left( -\frac{m}{\gamma} \right) d\gamma$$

(B.5)
where $\Gamma(.,.)$ = the complementary incomplete gamma function.

Using the properties of incomplete gamma function in Appendix (A)) and let $x = \frac{m}{\gamma}$

$$\int_{\gamma_0}^{\infty} \left( \frac{1}{\gamma_0} - \frac{1}{\gamma} \right) \left( \frac{m}{\gamma} \right)^{\gamma_0 - 1} \left( \frac{m}{\gamma} \right)^{-1} m^{\gamma - 1} \mu^{\mu - 1} \exp \left( - m \frac{\gamma}{\gamma} \right) d\gamma = 1 \quad (B.6)$$

By arrangement equation (B.6) becomes

$$\int_{\gamma_0}^{\infty} \left( \frac{1}{\gamma_0} - \frac{1}{\gamma} \right) \left( \frac{m}{\gamma} \right)^{\gamma_0 - 1} \left( \frac{m}{\gamma} \right)^{-1} m^{\gamma - 1} \exp \left( - m \frac{\gamma}{\gamma} \right) d\gamma = 1 \quad (B.7)$$

$$\Gamma(m, x) = \int_{\gamma_0}^{\infty} \left( \frac{m}{\gamma} \right)^{m - 1} \exp \left( - m \frac{\gamma}{\gamma} \right) d\gamma \quad (B.8)$$

From Appendix (A), equation (B.8) becomes

$$\frac{1}{\gamma_0} - \frac{1}{\gamma} \frac{m \Gamma(m, x)}{\gamma^{\gamma_0}} = 1 \quad (B.9)$$

By arrangement of the equation and using the properties of the complement incomplete gamma function equation (B.9) becomes

$$\frac{\Gamma(m, m \frac{\gamma_0}{\gamma})}{\gamma_0} - m \Gamma(m - 1, m \frac{\gamma_0}{\gamma}) = \tilde{y} \Gamma(m) \quad (B.10)$$

In a special case of the Rayleigh fading channel ($m=1$), (B.10) reduces to

$$e^{-\gamma_0/\tilde{y}} - E_1 \left( \frac{\gamma_0}{\tilde{y}} \right) = \tilde{y} \quad (B.11)$$

where $E_1(.)$ = the exponential integral of first order defined by [13].

$$E_1 = \int_1^{\infty} e^{-xt} dx \quad ; \quad x \geq 0. \quad (B.12)$$

Substituting equation (B.2) into equation (B.1) given

$$C = W \int_{\gamma_0}^{\infty} \log_2 \left( \frac{1}{\gamma_0} \right) \left( \frac{m}{\gamma} \right)^{m - 1} \left( \frac{m}{\gamma} \right)^{-1} \exp \left( - m \frac{\gamma}{\gamma} \right) d\gamma \quad (B.13)$$

Let the integral $\mathcal{J}_n be \mathcal{J}_n(\mu) = \int_1^{\infty} t^{n-1} \ln(t) e^{-\mu t} dt \quad ; \quad \mu > 0 \quad (B.14)$

Let $n = m$, $\mu = -m \frac{\gamma}{\gamma}$ and $t = \gamma$, equation (B.13) becomes

$$\mathcal{J}_m \left( -m \frac{\gamma}{\gamma} \right) = \int_1^{\infty} y^{m-1} \ln(y) e^{-\mu y} dy \quad (B.15)$$

Equation (B.15) is substituted in equation (B.13), the channel capacity $C$ can be rewritten as

$$\frac{C}{W} = \log_2 \left( e \right) \sum_{k=0}^{m-1} \frac{r(k, m \frac{\gamma_0}{\gamma})}{k!} \mathcal{J}_m \left( m \frac{\gamma_0}{\gamma} \right) \quad (B.16)$$

The evaluation of $\mathcal{J}_m$ for $m$ a positive integer is derived in [13].

Using that result one can obtain the NMF channel capacity per bandwidth $C/W[\text{bits/sec/Hz}]$ under the optimal power and the rate adaptation policy is given by

$$\frac{C}{W} = \log_2 \left( e \right) \sum_{k=0}^{m-1} \frac{r(k, m \frac{\gamma_0}{\gamma})}{k!} \mathcal{J}_m \left( m \frac{\gamma_0}{\gamma} \right) \quad (B.17)$$

This can also be written as [8]

$$\frac{C}{W} = \log_2 \left( e \right) \left( E_1 \left( m \frac{\gamma_0}{\tilde{y}} \right) + \sum_{k=1}^{m-1} \mathcal{P}_k \left( m \frac{\gamma_0}{\gamma} \right) \right) \quad (B.18)$$

where $\mathcal{P}_k(.)$ denotes the Poisson distribution defined by

$$\mathcal{P}_k (\mu) = e^{-\mu} \sum_{j=0}^{k-1} \frac{\mu^j}{j!} \quad (B.19)$$
For the special case of the Rayleigh fading channel, using equation (B.12) in equation (B.17) for \( m = 1 \), the optimal capacity per unit bandwidth reduces to the simple expression

\[
\frac{C}{W} = \log_2 \left( e \right) \left( \frac{e^{-\gamma_0/\tilde{\gamma}}}{\gamma_0/\tilde{\gamma}} \right)
\] (B.20)

Using equation (B.3) in the probability of the outage equation (B.4) yields

\[
P_{\text{out}} = 1 - \frac{r(m, m\gamma_0/\tilde{\gamma})}{r(m)} = 1 - P_m(m\gamma_0/\tilde{\gamma})
\] (B.21)

### Appendix (C)

#### The Deviation of the Capacity of Variable rate-constant power

Shannon capacity of a fading with receiver CSI (Channel Side Information) for an average power transmitter \( \tilde{S} \) is given as

\[
C = \int_0^\infty B \log_2(1 + \gamma) p_\gamma(\gamma) d\gamma
\] (C.1)

\( p_\gamma(\gamma) \) is given by [8]

\[
p_\gamma(\gamma) = \left( \frac{m}{\tilde{\gamma}} \right)^m \frac{\gamma^{m-1}}{r(m)} \exp\left( -m \frac{\gamma}{\tilde{\gamma}} \right), \gamma \geq 0
\] (C.2)

Note that this formula is a probabilistic average, i.e. Shannon capacity is equal to Shannon capacity for an AWGN channel with SNR \( \gamma \), averaged over the distribution of \( \gamma \). That is why Shannon capacity is also called ergodic capacity [3]. The Shannon capacity of a channel defines its theoretical upper bound for the maximum rate of data transmission at an arbitrarily small BER, without any delay or complexity constraints. Therefore, the Shannon capacity represents an optimistic bound for practical communication schemes, and also serves as a benchmark against which to compare the spectral efficiency of all practical adaptive transmission schemes [15].

In fact, equation (C.1) represents the capacity of the fading channel without transmitter feedback (i.e. with the channel fade level known at the receiver only) [8].

Substituting equation (C.2) in equation (C.1) yields

\[
C = W \int_0^\infty \log_2(1 + \gamma) \left( \frac{m}{\tilde{\gamma}} \right)^m \frac{\gamma^{m-1}}{r(m)} \exp\left( -m \frac{\gamma}{\tilde{\gamma}} \right) d\gamma
\] (C.3)

\[
\frac{C}{W} = \left( \frac{m}{\tilde{\gamma}} \right)^m \frac{\log_2(e)}{r(m)} \int_0^\infty \ln(1 + \gamma) \frac{\gamma^{m-1}}{\tilde{\gamma}} \exp\left( -m \frac{\gamma}{\tilde{\gamma}} \right) d\gamma
\] (C.4)

Defining the integral \( \ell_n(\mu) \) [10] as

\[
\ell_n(\mu) = \int_0^\infty t^{n-1} \ln(1 + t) \ e^{-\mu t} dt
\] (C.5)

Let \( n = m \) and \( \mu = \frac{m}{\tilde{\gamma}} \), and substitute equation (5) become

\[
\ell_m\left( \frac{m}{\tilde{\gamma}} \right) = \int_0^\infty \gamma^{m-1} \ln(1 + \gamma) \ e^{-\frac{m}{\tilde{\gamma}}} \ d\gamma
\] (C.6)

From [8]

\[
\ell_m\left( \frac{m}{\tilde{\gamma}} \right) = (m - 1) e^{\left( \frac{m}{\tilde{\gamma}} \right)} \sum_{k=1}^m \frac{r(-m+k, \frac{m}{\tilde{\gamma}})}{r(m, \frac{m}{\tilde{\gamma}})}
\] (C.7)

Substituting equation (C.7) in equation (C.6) results in
\[ C/W = \left( \frac{m}{\bar{\gamma}} \right)^m \log_2(e) \Gamma(m) \left( \frac{m-1}{e} \right) \sum_{k=1}^{m} \frac{\Gamma(-m+k, \frac{m}{\bar{\gamma}})}{\frac{m}{\bar{\gamma}}^k} \] (C.8)

By the arrangement of equation (C.8), one can rewrite \( C/W \) [bits/sec/Hz] to become

\[ \frac{C}{W} = \log_2(e) e^{m/\bar{\gamma}} \sum_{k=0}^{m-1} \left( \frac{m}{\bar{\gamma}} \right)^k \Gamma(-k, \frac{m}{\bar{\gamma}}) \] (C.9)

One may also express equation (C.9) in term of the Poisson distribution as [13] resulting in

\[ \frac{C}{W} = \log_2(e) \mathcal{P}_m(-m/\bar{\gamma}) E_1(m/\bar{\gamma}) + \sum_{k=1}^{m-1} \mathcal{P}_k(m/\bar{\gamma}) \mathcal{P}_{m-k}(-m/\bar{\gamma}) \] (C.10)

For the special case of Rayleigh fading channel (\( m=1 \)), equation (C.10) reduces to

\[ \frac{C}{W} = \log_2(e) e^{1/\bar{\gamma}} E_1(1/\bar{\gamma}) \] (C.11)