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Abstract
To extract features from digital images, it is useful to be able to find simple shapes (straight lines, circles, ellipses, etc.). In order to achieve this goal, one can be able to detect a group of pixels that are on a straight line or a smooth curve. That is what a Hough transform is supposed to do. Since the Hough transform is a special case of Radon transform then line detection process is accomplished using Radon transform.

In this paper, software for line detection using Radon transform has been designed and implemented. Then the implemented software is tested under many conditions and circumstances, the results are discussed, and many points are concluded from the results.
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Introduction
Hough transform is a feature extraction technique used in digital image processing. The classical transform identifies lines in the image, but it has been extended to identifying positions of arbitrary shapes. The transform universally used today was invented by Richard Duda and Peter Hart in 1972 [1], who called it a “generalized Hough transform” after the related 1962 patent of Paul Hough [2].
Theory
At start, the case of straight lines in an image is considered. It is clear that for every point \((x_i, y_i)\) in that image, all the straight lines passing through that point satisfy Eq. (1) for varying values of line slope \(m\) and intercept \(c\). (see Figure (1)).

\[ y_i = mx_i + c \]  

Now if we reverse our variables and look instead at the values of \((m, c)\) as a function of the image point coordinates \((x_i, y_i)\), then Eq. (1) becomes Eq. (2) which describes a straight line [3, 4]. (see Figure (2)).

\[ c = y_i - mx_i \]  

Let us consider two pixels \(P_1\) and \(P_2\), which lie on the same line in the \((x, y)\) space. For each pixel, one can represent all the possible lines through it by a single line in the \((m, c)\) space. Thus a line in the \((x, y)\) space that passes through both pixels must lie on the intersection of the two lines in the \((m, c)\) space representing the two pixels. This means that all pixels which lie on the same line in the \((x, y)\) space are represented by lines which all pass through a single point in the \((m, c)\) space (see Figure (3)).

One can now describe the original algorithm for detecting lines in images:
1. Find all edge points in the image using any suitable edge detection scheme.
2. Quantize the \((m, c)\) space into a two-dimensional matrix \(H\) with appropriate quantization levels.
3. Initialize the matrix \(H\) to zero.
4. Increment by 1 each element of \(H(m_i, c_i)\) which corresponds to an edge point.
5. The result is a histogram or a 'vote matrix' showing the frequency of edge points corresponding to certain \((m, c)\) values (i.e. points lying on a common line).
6. \(H\) is threshold such as only the large valued elements are taken. These elements correspond to "strong" lines in the original image [5, 6].

Practical Issues
To avoid the problem of infinite \(m\) values which occurs when vertical lines exist in the image, the alternative formulation shown in Eq. (3) can be used to describe a line.

\[ x \cos \theta + y \sin \theta = r \]  

The parameter \(r\) represents the distance between the line and the origin, while \(\theta\) is the angle of the vector from the origin to the closest point on the line (see Figure (4)).

It is well known that an infinite number of lines can go through a single point of the plane. If that point has coordinates \((x_0, y_0)\) in the image plane, all the lines that go through it obey the following equation:

\[ r(\theta) = x_0 \cdot \cos \theta + y_0 \cdot \sin \theta \]  

This corresponds to a sinusoidal curve in the \((r, \theta)\) plane, which is unique to that point. If the curves corresponding to two points are superimposed, the locations where they cross correspond to lines (in the original image space) that pass through both points. More generally, a set of points that form a straight line will produce sinusoids which cross at the parameters for that line [7, 8].

Hough Transform Example
Given three data points, shown in Figure (5) as black dots.

Then the following steps are applied:
1. For each data point, a number of
lines are plotted going through it, all at different angles. These are shown in Figure (5) as solid lines.
2. For each solid line a line is plotted which is perpendicular to it and which intersects the origin. These are shown as dashed lines.
3. The length and angle of each dashed line is measured. In the figure above, the results are shown in tables.
4. This is repeated for each data point
5. A graph of length against angle is then created.
The point where the lines intersect gives a distance and angle. This distance and angle indicate the line which bisects the points being tested [5-8].

Advantages and Disadvantages
The advantage of Hough transform is that pixels lying on one line need not all be contiguous. This can be very useful when trying to detect lines with short breaks in them due to noise.
The disadvantages of Hough transform [3-8]:
1. It can give misleading results when object happen to be aligned by chance.
2. Detected lines are infinite lines described by their (m,c) values, rather than finite lines with defined end points.
The relation between Hough and Radon Transforms
The basic idea behind using Hough transform to identify lines in digital images is quite straightforward and follows directly from the definition as given below:
\[ H_h(p, \theta) = \int \int g(x,y) \delta(p - x \cos \theta - y \sin \theta) dx dy \] 

Thus Hough transform of a function concentrated at a point \( \delta(x-x_0)\delta(y-y_0) \) yields a sinusoidal curve given by:
\[ p = x_0 \cos \theta + y_0 \sin \theta \] 
in the \( \theta \rho \)-plane.
The line integral of the function \( f \) along the line \( L \) is given by:
\[ R_f(p, \theta) = \int_L f(x,y) \, ds \] 
where \( ds \) is an increment of length along \( L \).
If \( R_f(p, \theta) \) is known for all \( \rho \) and \( \theta \), then \( R_f(p, \theta) \) is the two-dimensional Radon transform of \( f(x,y) \). Using a delta function, Eq. (7) can be rewritten as:
\[ R_f(p, \theta) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(x,y) \delta(p - x \cos \theta - y \sin \theta) dx dy \] 
Substituting \( f(x,y) = \delta(x-a) \times \delta(y-b) \) into Eq. (8) we have
\[ R_f(p, \theta) = \delta(p - p_0) \] 
Where
\[ p_0 = a \cos \theta + b \sin \theta \] 
Equation (9) actually expression what Hough meant [9, 10].

Software design and implementation
The software for line detection using Radon transform was implemented according to the following steps:
1. The user must input the threshold value used for detecting lines.
2. The user must input the input image which must be black and white or gray mode. If the input image is a RGB then it must be converted to gray level image.
3. Then the edges in the image will be detected and the result from this step is a binary file.
4. The next step is to compute the accumulator matrix using Radon transform (this matrix is similar to the tables shown in Figure (5)). The accumulator matrix is a two dimensional matrix and from this matrix the parameters \( r \) and \( \theta \) for the
detected lines will be computed.
5. Then the maximum value in the accumulator matrix is computed. This value is a candidate for parameters of a line (r and θ). The threshold value (the threshold = a×the maximum where a is from 0 to 1) is used in this step to increase sensitivity (ability to detect lines) of line detection process.
6. Then for each candidate (r and θ) the coordinates of the detected line will be computed according to the following steps:
a. At start, one can use the values of r and θ to calculate a point in the space (origin point) according to the following equations: image

\[
x_{\text{origin}} = r \cos \theta \\
y_{\text{origin}} = r \sin \theta
\]

b. From step (a), the end points for the detected line is computed according to the following equations

\[
y_{\text{start}} = y_{\text{origin}} + (x_{\text{start}}-x_{\text{origin}}) \tan (\theta - 90) \\
y_{\text{end}} = y_{\text{origin}} + (x_{\text{end}}-x_{\text{origin}}) \tan (\theta - 90)
\]

The values of x_{\text{start}} and x_{\text{end}} are selected according to the display coordinates.
c. The final step is to plot the detected line on the same graph with the input image.

**Results and discussion**

After implementing the software according to the steps given in the previous paragraph (the Matlab package was used in the implementation process), it has been tested under various conditions (lines with different slopes) and for different images. The test results are then discussed to clarify various factors that affect line detection process.

**Case studies**
a. The first Case study (lines with different slopes but not horizontal or vertical).

The results related to the first case study in this paper are presented in Figure (7). The image used in this case consists of lines with different slopes (but not horizontal or vertical). Different threshold values have been used and from these values many points can be concluded.
b. The second case study (horizontal and vertical lines).

The results related to the second case study in this paper are presented in Figure (8). The image used in this case consists of vertical and horizontal lines. Different threshold values have been used and from these values many points can be concluded.

**Discussion of the Results**

From previous subsection, one can conclude many points from the two cases considered before:
1. In general, increasing the threshold increases the sensitivity of detecting lines process (only strong lines will be detected (one can see the number of blue lines in Figure (7) and Figure (8))).
2. In general, decreasing the threshold decreases the sensitivity of detecting lines process (weak and strong lines will be detected (one can see the number of blue lines in Figure (7) and Figure (8))).
3. For low threshold values each line is detected multiple times.
4. The optimum threshold values is (0.6 - 0.7).
References
Figure (1) Lines through a point in the Cartesian domain.

Figure (2) The \((m, c)\) domain.
Figure (3) (a) Points on the same line, and (b) The mapping of P1 and P2 from Cartesian space to the (m,c) space.

Figure (4) The representation of a line in the (x,y) space using $(r,\theta)$. 
Figure (5) Example of using Hough Transform.

<table>
<thead>
<tr>
<th>Angle</th>
<th>Dist.</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>40</td>
</tr>
<tr>
<td>30</td>
<td>69.6</td>
</tr>
<tr>
<td>60</td>
<td>81.2</td>
</tr>
<tr>
<td>90</td>
<td>70</td>
</tr>
<tr>
<td>120</td>
<td>40.6</td>
</tr>
<tr>
<td>150</td>
<td>0.4</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Angle</th>
<th>Dist.</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>57.1</td>
</tr>
<tr>
<td>30</td>
<td>79.5</td>
</tr>
<tr>
<td>60</td>
<td>81.5</td>
</tr>
<tr>
<td>90</td>
<td>60</td>
</tr>
<tr>
<td>120</td>
<td>23.4</td>
</tr>
<tr>
<td>150</td>
<td>-19.5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Angle</th>
<th>Dist.</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>74.6</td>
</tr>
<tr>
<td>30</td>
<td>89.6</td>
</tr>
<tr>
<td>60</td>
<td>80.6</td>
</tr>
<tr>
<td>90</td>
<td>50</td>
</tr>
<tr>
<td>120</td>
<td>6.0</td>
</tr>
<tr>
<td>150</td>
<td>-39.6</td>
</tr>
</tbody>
</table>

Figure (6) A graph of length against angle for our example (see Figure (5)).
(a) Threshold=0.5

(b) Threshold=0.55
Figure (7) The first case study results for different threshold values.
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(a) Threshold=0.5

(b) Threshold=0.55
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(c) Threshold=0.6

(d) Threshold=0.65
Figure (8) The second case study results for different threshold values.